We developed a fast phase retrieval algorithm that is suitable for real-time applications such as adaptive optics. The phase retrieval model is developed by linearising the pupil function in the approximation of small aberrations and is valid for low-NA focused field. The linear model in conjunction with a particular choice for the position of the single out-of-focus measurement plane and an efficient control algorithm, significantly reduces the computation time for phase retrieval. The experimental results demonstrate the validity of the described approach for fast correction of aberrations.
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1 INTRODUCTION

Applications of adaptive optics [1] (AO) are rapidly spreading in several fields outside of its initial use in astronomy. In the past decades a considerable amount of research has been done to extend its use in microscopy [2, 3], ophthalmology [4], tomography [5], beam shaping [6] and even in the semiconductor industry [7, 8]. The principle of an AO system is to correct wavefront aberrations in real-time using an active optical element based on a control algorithm and knowledge of the aberrations measured by a wavefront sensor (WFS). Nowadays, several types of WFSs are available and they are generally divided into two classes: direct wavefront sensors and indirect wavefront sensors [9]. The most used sensors, such as Shack-Hartmann wavefront sensors, lateral shear interferometers and curvature sensors belong to the first class in which the wavefront shape in the pupil of the system is determined using zonal or modal measurements. Indirect wavefront sensor [10, 11] are those in which one or more images of an object (usually a point source) are used as input for a phase retrieval algorithm which retrieves the aberrations in the pupil plane. Compared to the direct wavefront sensor, an indirect sensor requires little or no optics other than the imaging sensor. Moreover, an indirect wavefront sensor is fully sensitive to all aberrations up to the focal plane. However, the time required to estimate the aberrations is considerable longer than needed for a direct wavefront sensor. This is mainly caused by the necessity to measure several out-of-focus images in order to achieve a stable and accurate estimate of the aberrations [12]. An effective way to reduce the computational time of the aberration retrieval problem is by identifying a single plane of measurement in the focal region which is optimal for phase retrieval. Several works have been done in this direction such as Fienup [13], Lee [14] and El Gawhary [15]. In [13, 14] it has been shown that the optimal plane of measurement can be identified on the basis of the Cramer-Rao lower-bound. In [15] the authors use the definition of spatial correlations. Another approach is described in [16] where we used a small aberrations approximation to solve this problem.

The single-plane measurement approach benefits in real-time phase correction applications from the absence of moving parts in the setup and moreover from the minimum data load that is required to be analysed. Nevertheless a phase retrieval algorithm usually involves a non-linear inverse problem which is generally computationally complex and must be solved iteratively. Therefore, in order to obtain a real-time phase estimation based on non-linear phase retrieval, a high-performance computing system has to be employed to decrease the computational time required for the phase aberration estimation. When such hardware is not available, proper approximations of the phase retrieval model and efficient control algorithms need be developed to obtain a satisfying performance on a simple hardware bench [17, 18]. In this way, on the one hand we lose accuracy in the phase retrieval model by reduction of the computational complexity; on the other hand we let the model uncertainties be handled by the control algorithm which is based on a feedback principle.
In particular, in this paper we develop a linear phase retrieval model based on the approximation of small aberrations in the exit pupil function of an optical system. The model is valid for low-numerical aperture (NA) focused and unpolarised optical fields. By choosing correctly the optimal single-plane of measurement and implementing an Iterative Learning Control algorithm (ILC) [19] we are able to perform, on a standard personal computer, fast phase measurements that are suitable for real-time adaptive optics system.

This paper is organised as follows. In Section 2, the linear approximation of the phase retrieval is introduced and the inversion problem is discussed. In Section 3, the control algorithm and the experimental results of the linear phase retrieval in an adaptive optics system are described. Finally, in Section 4, conclusions are drawn.

2 LINEAR APPROXIMATION AND PHASE INVERSE PROBLEM

We analyse the problem by considering the schematic diagram shown in Figure 1. Let the complex field distribution at the exit pupil of an optical system be described by:

$$P(\vec{\xi}; \alpha_n) = A(\vec{\xi}) \exp\left[i\phi(\vec{\xi}; \alpha_n)\right],$$

where, $A(\vec{\xi})$ is the amplitude distribution (assumed to be uniform and constant) at the exit pupil coordinates $\vec{\xi} = (\xi, \eta)$ and $\phi(\vec{\xi}; \alpha_n) = \sum_n a_n Z_n(\vec{\xi})$ is the phase distribution (in radians) described by a superposition of $N$ Zernike polynomials with coefficients $a_n$ [20]. Under the condition of small aberrations (e.g., phase variance less than 0.5 rad [21]), we expand the exponential in Eq. (1) in a Taylor series up to the first order around $\phi = 0$:

$$P(\vec{\xi}; \alpha_n) \simeq A(\vec{\xi}) \left[1 + i\phi(\vec{\xi}; \alpha_n)\right].$$

Assuming no polarisation effects and low-numerical aperture (NA), we define $U_z(\vec{r}_\perp; \alpha_n)$ as the field in the plane $\vec{r}_\perp = (r_x, r_y)$ perpendicular to the optical axis at a distance $z$ from the focus $f$ [24]:

$$U_z(\vec{r}_\perp; \alpha_n) \simeq G_z[A(\vec{\xi})] + iG_z[A(\vec{\xi})\phi(\vec{\xi}; \alpha_n)].$$

where $G_z[\cdot] \dagger$ is the operator that maps the pupil function to the field $U_z$. Taking the modulus squared of Eq. (3) and neglecting the quadratic phase term we obtain:

$$I_z(\vec{r}_\perp; \alpha_n) = \left|U_z(\vec{r}_\perp; \alpha_n)\right|^2 \simeq \left|G_z[A(\vec{\xi})]\right|^2 + 2Re\left\{iG_z[A(\vec{\xi})]G_z[A(\vec{\xi})\phi(\vec{\xi}; \alpha_n)]\right\}.$$

Here, $I_z(\vec{r}_\perp; \alpha_n)$ is the intensity distribution computed at the out-of-focus position $z$, $\left|G_z[A(\vec{\xi})]\right|^2$ is the aberration-free PSF at the out-of-focus position $z$, and the final term at the right-hand of Eq. (4) that is linear in $\phi$ is the first order perturbation term in the intensity due to the small aberration function $\phi(\vec{\xi}; \alpha_n)$. For simplicity of notation, we rewrite Eq. (4) using a matrix formalism:

$$I_z = L_2\alpha,$$

where $I_z \in \mathbb{R}^M$ is the column vector of the measured intensities ($M$ is the total number pixels in the detector), $L_2 \in \mathbb{R}^{MN \times N}$ is the matrix of the linear model, and $\alpha \in \mathbb{R}^N$, $\alpha = [a_1; \ldots; a_N]$ is the column vector of the Zernike coefficients. Therefore, a linearized relation is established between the phase coefficients $a_n$ and the intensity distribution $I_z$ in the focal region. Considering that noise is always present in the measured data and $M > N$, we solve the linear system of equations (Eq. (5)) in a least-square sense. Assuming that $L_2$ has full column rank, the least squares solution is given by [25]:

$$\hat{\alpha} = \left(\bar{L}_z^zL_z\right)^{-1}\bar{L}_z^zI_z,$$

where $\hat{\alpha}$ is the least-squares estimate of the phase Zernike coefficients. It has already been noted in the introduction that the out-of-focus distance can be chosen to be optimal for the phase retrieval problem. According to our previous results in [16] and the results achieved in [13]–[15], we set the out-of-focus distance equal to $u = 4n$ (the dimensionless optical unit $u = 2\pi r_z/\lambda N A^2$ is adopted here [26]). Throughout the paper $I_z$ in Eq. (6) will be the intensity distribution measured at this optimal distance.

3 CLOSED-LOOP AO RESULTS

In this section the implementation of the linear phase retrieval from the optimal measurement plane in an adaptive optics setup is described. The sketch of the experimental setup is shown in Figure 2. We use a coherent laser source working at the wavelength of $\lambda = 638$ nm. The light is coupled by a single mode fiber (assumed to be, in a good approximation, a point source) and then collimated by the lens $L1$ (focal distance $f_1 = 100$ mm). A beam splitter (BS) directs half of the beam to a deformable mirror (DM) (Adaptica Saturn 48 actuators push-pull deformable mirror [27]) used as the active element of the AO system. The relay system consisting

1Here we use the scalar angular spectrum propagation: $G_z[\cdot] = \mathcal{F}^{-1}\left\{\mathcal{F}[\exp\left(i\tilde{k}z\right)]\mathcal{F}[-\left|i\tilde{k}\right|\exp\left(i\tilde{k}z\right)]/i\lambda f\right\}$ where $k_z = \sqrt{k_x^2 - k_y^2 - k_f^2}$ is the $z$ component of the wave vector $\tilde{k}.

2For simplicity of notation we do not include the measurement of noise in the equations. The procedure can be improved by modelling the noise and constraining the norm of the solution by a regularisation parameter to improve the conditioning of the problem.
of the lenses $L_2$ and $L_3$ (with focal length $f_2 = 250$ mm and $f_3 = 100$ mm respectively) ensures the optical conjugation of the pupil of the DM with the back focal plane of the focusing lens $L_4$ (aspheric lens NA = 0.15). The out-of-focus intensity is recorded by a CCD camera (SVCam-eco204) using a 20x microscope objective. These last two elements are mounted on top of a computer-controlled motorised linear translation stage (Physik Instrumente M-014.D01) in order to measure the intensity automatically. An additional relay system (lenses $L_2$ and $L_5$) is used to measure the uniformity of the intensity distribution on the mirror pupil which is assumed to be constant in our model.

It should be remarked here that the response of each actuator of our DM is a non-linear function of the driving voltage. Moreover, as a consequence of the continuous (i.e., non-segmented) surface of the DM, coupling between adjacent actuators of the DM is relatively strong. Those factors make the task of correcting the measured aberrations $\mathbf{\hat{a}}$ by the DM more challenging. In particular, these nonlinearities of the DM imply that a solution of the driving voltages should be found iteratively, at the expense of real-time phase correction. In order to overcome these difficulties an ILC algorithm has been implemented in the AO setup. The ILC algorithm is based on a linearised model of the DM described as follows:

$$\mathbf{a} = F \mathbf{V}$$

where $\mathbf{a} \in \mathbb{R}^N$ is the wavefront produced by the surface deformation of the DM, $F \in \mathbb{R}^{N \times 48}$ is the linear model of the DM and $\mathbf{V} \in \mathbb{R}^{48}$ is the vector of the driving voltages. A detailed description of this algorithm can be found in [28, 29]. In these papers it has been shown that the ILC algorithm outperforms other control algorithms described in the literature and assures convergence to a relatively small steady state of the wavefront error. For completeness of presentation, in the following section we briefly summarise the ILC algorithm.

### 3.1 Iterative learning control

Let $t \in \mathbb{N}$ be a discrete control iteration. The measured wavefront resulting from Eq. (6) at the control iteration $t$ will be denoted by $\mathbf{\hat{a}}_t$. Therefore we define the wavefront error as:

$$\mathbf{e}_t = \mathbf{a}_d - \mathbf{\hat{a}}_t = \mathbf{a}_d - F \mathbf{V}_t$$

where $\mathbf{a}_d$ is the vector of the Zernike coefficients of the desired shape wavefront and $\mathbf{V}_t$ is the voltage vector at the control iteration $t$. The wavefront error at the control iteration $t + 1$ is given by:

$$\mathbf{e}_{t+1} = \mathbf{a}_d - F \mathbf{V}_{t+1} = \mathbf{e}_t + F \mathbf{V}_t - F \mathbf{V}_{t+1} = \mathbf{e}_t - F \Delta \mathbf{V}_t \quad (9)$$

where $\Delta \mathbf{V}_t = \mathbf{V}_{t+1} - \mathbf{V}_t$ is the voltage control update. The goal of the ILC algorithm is to minimise the wavefront error by solving the following optimisation problem:

$$\min_{\Delta \mathbf{V}_t} \left\{ \| \mathbf{e}_{t+1} \|_2 + \beta \| \Delta \mathbf{V}_t \|_2 \right\} = \min_{\Delta \mathbf{V}_t} \left\{ \| \mathbf{e}_t - F \Delta \mathbf{V}_t \|_2 + \beta \| \Delta \mathbf{V}_t \|_2 \right\} \quad (10)$$

Here $\beta$ is a regularisation parameter which penalises $\Delta \mathbf{V}_t$ and accounts for the convergence of the control algorithm and $\| \cdot \|_2$ is a 2-norm [25]. From Eq. (10) the ILC control law is obtained as:

$$\mathbf{V}_{t+1} = \mathbf{V}_t + (F^T F + \beta I)^{-1} F^T \mathbf{e}_t \quad (11)$$

Hence, the solution of Eq. (11) at the control iteration $t + 1$ is based on the knowledge of the measured wavefront $\mathbf{\hat{a}}_t$ at the control iteration $t$.

### 3.2 Wavefront correction convergence

In our experiment we attempt to correct for all aberrations that are present in the system. These aberrations are originated by e.g., misaligned components, initial non-flatness of the DM surface, and/or manufacturing imperfections of the optical components. The control algorithm corrects for $N = 20$ Zernike modes (i.e., 6 Zernike orders, piston omitted, according to Noll notation [20]). We should note here that the maximum number of aberration modes that can be corrected is limited by the number of actuators of the DM and their configuration. This can be estimated by performing a singular value decomposition (SVD) of $F$. Figure 3 shows that a fall off in the singular values occurs after the 20th singular value. This implies that high order Zernike modes are not reproducible with the DM used in our setup [30]. In Eq. (11) we chose $\beta = 0.01$ which has demonstrated, during the experimental data acquisition, to be a good compromise between speed and stability of the control algorithm. The experimental results of the closed-loop wavefront correction are shown in Figure 4. We observe that, at the control iteration $t = 1$, the intensity distribution at the out-of-focus distance of $u = 4\pi$ is clearly affected by aberrations of the system. The estimated phase distribution in this case exhibits a wavefront RMS of 0.059$. In our setup, the time between two control iterations ($t$ and $t + 1$) is on average 1.5 s. This relatively large time has
FIG. 4 Time evolution of defocus PSF ($u = 4\pi$) for different control iterations $t$ (top row) and associated wavefront measurements evolution (bottom row).
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FIG. 5 Intensity measurements of the focal PSF. (a) measured PSF before correction; (b) simulated aberration-free PSF; (c) measured PSF after correction (control iteration $t = 13$); (d) $x$ and $y$ profiles comparison of the simulated aberration-free PSF and the measured one.

to be attributed to the slow response of our hardware and the acquisition time of the CCD camera. The time needed for evaluating $V_{t+1}$ from Eq. (11) is about 0.2 s which is relatively fast in comparison to our hardware (for comparison, a non-linear phase retrieval algorithm implemented on the same hardware would need a couple of minutes to estimate the phase measurement). The result in Figure 4 shows that, after the third iteration, the algorithm is able to correct most of the aberrations in the system, achieving a RMS of 0.013$\lambda$. In the successive iterations the algorithm quickly reaches its steady state achieving a final wavefront RMS of 0.008$\lambda$ at the control iteration $t = 13$. The quality of the wavefront is also confirmed by the shape of the out-of-focus intensity distribution after convergence. Here we note that the intensity distribution has recovered most of its ideal features i.e., it exhibits a circular symmetry and a minimum intensity at the center. Nevertheless, minor deviations are still noticeable with respect to the ideal aberration-free intensity distribution. As mentioned before, they are attributed to phase aberrations which involve Zernike modes that are beyond the correction capability of the DM used in the experiment.

For completeness, we also measure the intensity distribution of the PFS at the focal plane $u = 0$. Figure 5(a) shows the focal PSF at the control iteration $t = 1$, when no corrections have been applied to the wavefront. Figures 5(b), 5(c) and 5(d) show the comparison between an analytically computed aberration-free PSF and the measured PSF at the focal plane at the control iteration $t = 13$. In terms of Strehl ratio ($S$) we gain a correction from $S = 0.88$ at the control iteration $t = 1$ to $S = 0.99$ at $t = 13$. Note that, as in the previous case, the wavefront corrections are computed from the intensity distribution measured at the out-of-focus distance $u = 4\pi$. Similarly to the previous measurement, we can also observe that the focal PSF has recovered its ideal features. In particular, the mismatch between the $x$ and $y$ cross-sections of the measured PSF after the final iteration of the algorithm and the ideal aberration-free PSF is about 2%. This deviation is a consequence of the ill-posedness of the phase retrieval problem at the focal plane $u = 0$. As already demonstrated in [16], in the case of focal plane measurement, particular types of aberrations do not contribute significantly to the intensity profile of the PSF, making the problem of aberration retrieval ill-conditioned. Furthermore the effect of a small aberration is a slight distortion of the non-zero order diffraction rings. From Figure 5(c) we see that only the 1st diffraction ring is clearly visible, while the other rings are washed-out by detector noise which decreases the signal-to-noise ratio (SNR) and hides the contributions of the aberrations to the PSF intensity pattern. On the other hand, the intensity distributions at the out-of-focus distance $u = 4\pi$ are able to optimally reveal the effect of the aberrations, partially due to the optimal choice of the measurement distance (which makes the intensity distribution optimally sensitive to the aberrations) and partially due to the improved SNR.

4 CONCLUSION

We have developed a linear model for a phase retrieval algorithm in the approximation of small aberrations for the case of a lower-NA focused field. By appropriately choosing the out-of-focus measurement distance of the intensity pattern and applying an Iterative Learning Control algorithm, an efficient closed-loop adaptive optics system has been realised. The experimental results show that fast correction of aberrations can be achieved by this procedure. The results demonstrate that a phase retrieval algorithms based on a linear model can be used as a real-time phase determination. Consequently, this
approach can be used as an attractive alternative to common wavefront sensing techniques used in adaptive optics system.
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