In this paper we present a novel algorithm for phase unwrapping where only a subset of data from the wrapped phase map is used to reconstruct the unwrapped phase map as a linear combination of radial basis functions (RBF’s). For noisy phase maps this algorithm gives better results than three reference algorithms based on radial basis functions, Zernike polynomials and path dependent phase unwrapping strategies.
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1 INTRODUCTION

Interferometric methods are widely used to measure physical magnitudes such as deformation, stress, temperature, etc. [1, 2] in a non destructive and non invasive way. These magnitudes modulate a fringe pattern called interferogram which contains the information about the related physical magnitude. Demodulation is necessary to recover the phase information related to these magnitudes.

Techniques for phase recovery such as Fourier based [3], phase stepping [4] or regularization [5]–[7], provide a non-continuous phase wrapped in the interval \((-\pi, \pi]\). This phase must be unwrapped to obtain the physical magnitudes. It is common to find phase inconsistencies or noise that can make the unwrapping process a difficult task. The application of path dependent algorithms [8] improves the unwrapping process but does not always provide proper results, Ghiglia et al. shows a simple test for path dependence [9]. A robust alternative for many cases is the least-squares solution which is described in matrix form by Hunt [10]. Another robust algorithm to find a solution in the presence of path-integral phase inconsistencies using the cosine transform is that proposed by Ghiglia and Romero [11]. The methods above mentioned require long processing time and are computationally complex that make them inconvenient for some applications. When the phase is smooth, the time of processing can be shortened by solving the phase unwrapping problem using a linear combination of local basis functions [12]. Moreover, Arines’ method [13] uses a linear combination of Zernike polynomials to reconstruct any smooth phase map. These polynomials are utilized in functions with circular domain. In this paper we propose a regular grid of a linear combination of gaussian basis functions (RBF’s) applied to unwrap the phase. The algorithm proposed here takes into account part of the phase map, using only the image pixels forming a regular mesh. This strategy is important to reduce the memory resources and also the processing time to unwrap the phase map. The weights are described in a typical matrix formulation allowing the matrix inversion using direct methods [14].

In this paper we give, in Section 2, the fundamentals of the
phase unwrapping problem. We describe, in Section 3, our proposed phase unwrapping technique. In Section 4 some practical considerations to implement our algorithm are discussed. Numerical and real experiments are presented in Section 5 and finally, in Section 6, we summarize some conclusions.

2 RELATIONSHIP BETWEEN WRAPPED AND UNWRAPPED PHASES

Defining \( \phi_r \) and \( \phi_s \) the wrapped and the unwrapped phase respectively, where \( r = (x, y) \) is the vector in a discrete grid, the relationship between these two phases is established by

\[
\phi_r = W \{ \phi_r \} = \phi_s + 2\pi r \kappa
\]

where \( W \) represents the wrapping operator and \( \kappa \) a field of integers such that \( W \{ \phi_r \} \in (-\pi, \pi] \). The value of \( \phi_r \) represents the observed phase (wrapped) and \( \phi_s \) the real unknown phase (unwrapped) to be determined. The discrete phase gradient field, \( \nabla \phi_r \), is defined as

\[
\nabla \phi_r = (\phi_r - \phi_s, \phi_r - \phi_t)
\]

where \( s = r - (1,0) \) and \( t = r - (0,1) \) are contiguous horizontal and vertical sites respectively. We can also define the unwrapped discrete gradient field as \( \nabla \phi_s = (\phi_r - \phi_s, \phi_r - \phi_t) \). If the sampling theorem is fulfilled for these two discrete phase fields, the problem of recovering \( \phi_s \) from \( \phi_r \) can be properly solved. The sampling theorem establishes that the distance between two fringes must be more than two pixels (the phase difference between two fringes is \( 2\pi \)). For phase map, the sampling theorem is reached if the phase difference between two pixels is less than \( \pi \). This is

\[
\|\nabla \phi_r\| < \pi.
\]

If this condition is satisfied, we can establish:

\[
\nabla \phi_r = W \{ \nabla \phi_r \} = (W \{ \phi_r - \phi_s \}, W \{ \phi_r - \phi_t \})
\]

\( W \{ \nabla \phi_r \} \) can be obtained from the observed field. From this equation, we see that \( \nabla \phi_r \) can be achieved by two-dimensional integration of the vector field \( W \{ \nabla \phi_r \} \). This can be carried out by using a least-squares approach [15]-[17].

2.1 Test for path independence

Let \( \Phi \) be a continuous vector field, then \( \Phi \) has a path-independent line integral if and only if

\[
\int_{C \in V} \Phi (r) \cdot dr = 0
\]

\( \Phi \) is a conservative vector field if there is a scalar function \( \phi \) such that \( \Phi = \nabla \phi \). For every piecewise simple closed curve \( C \) in the domain of \( \Phi \). Integrating \( \nabla \phi \) around the path \( r, s, u, t \in V, u = r - (1,1) \) (shown in Figure 1) then \( q \) is expressed as,

\[
q = \sum_{i=1}^{4} \Delta_i
\]

where \( \Delta_1 = \phi_s - \phi_r, \Delta_2 = \phi_u - \phi_s, \Delta_3 = \phi_t - \phi_u, \Delta_4 = \phi_r - \phi_t \). When \( q \) is zero there are no inconsistencies.
where $\Phi_d$ is the vector of unwrapped phase differences,
\[
\Theta = \left( \begin{array}{c} \Theta^1_h \\ \Theta^2_h \\ \vdots \\ \Theta^N_h \\ \Theta^1_v \\ \Theta^2_v \\ \vdots \\ \Theta^N_v \end{array} \right) = \left( \begin{array}{c} \Theta^1_h \\ \Theta^1_v \end{array} \right),
\]
and $k \in U_h, l \in U_v$.

For horizontal and vertical wrapped finite differences $\Delta^h \phi$ and $\Delta^v \phi$ (related to phase $\phi$) we express
\[
\mathcal{W} \{ \Delta^h \phi \} = \mathcal{W} \{ \phi_{s+i} - \phi_s \} = \phi^h
\]

and using matrix notation:
\[
\begin{align*}
\Omega_h &= \begin{pmatrix} \phi^1_k \\ \phi^{k+1}_k \\ \vdots \\ \phi^M_{k-M-2} \end{pmatrix}, \\
\Omega_v &= \begin{pmatrix} \phi^0_l \\ \phi^{l+1}_l \\ \vdots \\ \phi^{M-1}_{l-M} \end{pmatrix}
\end{align*}
\]

\[
\Omega = \begin{pmatrix} \Omega_h \\ \Omega_v \end{pmatrix}
\]

Given that $\mathcal{W} \{ \Delta^h \phi \} = \Delta^h \phi_h$ and $\mathcal{W} \{ \Delta^v \phi \} = \Delta^v \phi_v$, we can express the residual $\rho$ as
\[
\rho = \left( \begin{array}{c} \Theta^1_h \\ \Theta^1_v \end{array} \right)w = \Omega - \Theta w
\]

Minimizing the norm of the residual $\rho$
\[
\min_w \| \rho \| = \min_w \| \Omega - \hat{\Omega} \|^2 = \min_w \| \Omega - \Theta w \|^2
\]

we obtain the optimal $w^*$. 

| 5 EXPERIMENTAL RESULTS |

In this section we present some experimental results from our proposed method and the methods reported by Villa et al. method (VM) [12] and Takeda et al. (TM) [3]. All algorithms were evaluated with synthetic noiseless and synthetic noisy phase map. The first two algorithms were also applied to real wrapped phase maps. In all cases, our algorithm used two spatial distributions of RBF’s (Figure 2). The centre of the RBF’s is shown with dots. The coverage for each RBF for distribution 1 is shown by circles centred in each dot (Figure 2(a)). Figure 2(b) only shows the centre of each RBF for distribution 2. Figure 3(a) shows a synthetic test phase map with $M = 512$. Figures 3(b)-(c) show the noiseless and noisy wrapped phase maps, respectively, and Figure 4 shows their inconsistencies; inconsistencies in the noisy phase map are about 10 times bigger than those in the noiseless phase map. For comparison purposes all the reconstructed phase maps are wrapped. Figures 5(a)-(d) show the unwrapped synthetic phase maps from the corresponding to synthetic phase map (Figure 3(a)). The phase map shown in Figure 5(a) is obtained using VM, $(n = 10, d_1, g_1 = 1, d_0 = 0)$. The phase maps shown in Figure 5(c)-(d) are reconstructed using the proposed method with both distribution 1 (PMD1) and distribution 2 (PMD2) with $n = 10, d_1, g_1 = 1, d_0 = 0, |U_v| = |U_v| = 50$, respectively. Finally, in Figure 5(d) we use a path dependent method proposed by TM. As show in Figures 6(a)-(b), the reconstructions using the VM and PMD1 are practically the same. The reconstruction error decreases when PMD2 is used (Figure 6(c) and TM reconstruction error is practically zero, Figure 6(d). In Ta-
Table 1 is shown a summary of reconstruction time, memory and related error parameters. Unwrapped phase maps from wrapped noiseless phase map are shown in Figure 9.

In a second experiment the noisy wrapped phase map is used (shown in Figure 3(c)). The parameters used are $n = 10$, $d_s = 1$, $d_o = 0$ for VM and $n = 10$, $d_s = 1$, $d_o = 0$, $|U_v| = |U_u| = 50$ for PMD1 and PMD2. The reconstruction quality for VM, PMD1 and PMD2 (Figures 9(a)-(c)) are higher than the TM (Figure 9(d)). The reconstruction errors are shown in Figure 10. In this case, the reconstruction errors for VM, PMD1 and PMD1 show a low error compared with TM. In Table 2 it is shown a summary of reconstruction time, memory and related error parameters. The reconstruction with PMD2 shows the lowest error but present greater memory usage and computing time than PMD2 and TM.

For real images we used two wrapped phase fields obtained experimentally, Figures 11(a) and 11(d). The first wrapped phase map has $M = 235$ whereas the second wrapped phase map has $M = 250$. We use $n = 3$ for the first and $n = 4$ for the second phase map in the phase unwrapping algorithm. In both cases we use the two distributions with $d_s = 1$ and $d_o = 0$ and the space between lines of ten. The results applying our technique are shown in Figures 11(b), 11(c), 11(e) and 11(f).

We also applied our in a situation when there is a region of interest (ROI) or a pupil in the image (for example in optical tests). In this case we compare our method to Arines method [13]. From Figure 12 we can see that the reconstructed phase map for both methods are similar. For this case our method also presents better memory and time performance.
Table 1: Reconstruction performance and errors summary from Figure 6.

<table>
<thead>
<tr>
<th>Method</th>
<th>Memory (Kb)</th>
<th>Time (seg)</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>max</td>
<td>min</td>
</tr>
<tr>
<td>Villa et al.</td>
<td>4096000000</td>
<td>6.110</td>
<td>-9.81</td>
</tr>
<tr>
<td>Proposed method¹</td>
<td>4096000000</td>
<td>0.698</td>
<td>-7.706</td>
</tr>
<tr>
<td>Proposed method²</td>
<td>7413760</td>
<td>1.455</td>
<td>-7.168</td>
</tr>
<tr>
<td>Takeda et al.</td>
<td>4096000000</td>
<td>0.022</td>
<td>-46.916</td>
</tr>
</tbody>
</table>

Table 2: Reconstruction performance and errors summary from Figure 10.

<table>
<thead>
<tr>
<th>Method</th>
<th>Memory (Kb)</th>
<th>Time (seg)</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>max</td>
<td>min</td>
</tr>
<tr>
<td>Villa et al.</td>
<td>4096000000</td>
<td>6.110</td>
<td>-7.981</td>
</tr>
<tr>
<td>Proposed method¹</td>
<td>4096000000</td>
<td>0.698</td>
<td>-5.706</td>
</tr>
<tr>
<td>Proposed method²</td>
<td>7413760</td>
<td>1.455</td>
<td>-7.168</td>
</tr>
<tr>
<td>Takeda et al.</td>
<td>4096000000</td>
<td>0.022</td>
<td>-46.916</td>
</tr>
</tbody>
</table>

6 CONCLUSIONS

We have presented an algorithm based on sampled radial basis functions to recover the phase from a wrapped phase map. This algorithm has good performance when working with smooth phase maps with low level of noise. The sampling of the phase map allows to decrease both the processing time and the memory resource required to unwrap the phase when compared to the VM and Arines methods [13]. We found that The distribution 2 produces better results than distribution 1 when is it applied to a noisy phase map and to an interferograms with pupil.
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(a) Reconstruction using VM. \( n = 10, d_s = 1, d_0 = 0. 

(b) Reconstruction using the proposed method, distribution 1. \( n = 10, d_s = 1, d_0 = 0, |U_v| = |U_v| = 50. 

(c) Reconstruction using the proposed method, distribution 2. \( n = 10, d_s = 1, d_0 = 0, |U_v| = |U_v| = 50. 

(d) Reconstruction using TM.

FIG. 9 Unwrapped phase maps from the wrapped noisy phase map.

(a) Corresponding reconstruction error in Figure 5(a). 

(b) Corresponding reconstruction error in Figure 5(b). 

(c) Corresponding reconstruction error in Figure 5(c). 

(d) Corresponding reconstruction error in Figure 5(d).

FIG. 10 Reconstruction errors in the noisy wrapped phase map shown in Figure 5(c).


