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In this study, we present a single-camera, multi-view stereo imaging system for capturing three-dimensional (3D) information. First, we design a monocular, multi-view stereo imaging device composed of a fisheye lens, and planar mirrors placed around the lens. The fisheye lens has a wide view-angle. The captured image includes a centered region of direct observation and surrounding regions of mirrored observations. These regions can be considered as images captured by multiple cameras at different positions and orientations. Therefore, the proposed device is equivalent to a synchronous multiple-cameras configuration, in which all the cameras share the same physical characteristics. In addition, we show how to place the mirrors in order to maximize the common view-angles, which is an important design consideration. Then, after calibrating the projection function of the fisheye lens, we obtain the positions and orientations of the virtual cameras from the external parameters. We also develop two multi-baseline stereo algorithms for the 3D measurement system. The first algorithm transforms the captured image to perspective images, and uses the traditional method to perform stereo determination. The second algorithm directly uses the original captured image along with an analysis of the epipolar geometry. Experimental results show that our system is more effective than traditional stereo methods that use a stereo pair, and it can achieve robust 3D reconstruction. [DOI: http://dx.doi.org/10.2971/jeos.2011.11051]
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1 INTRODUCTION

Range estimation, or three-dimensional (3D) shape measurement using a non-contact method, is a fundamental technique used in the fields of security, intelligent transport systems (ITS), and robotic navigation. This technique has been widely studied, and many commercially available products have been developed through its adaptation. Nonetheless, the field of study remains active.

Triangulation, which includes passive stereo vision and active stereo vision [6] [15], is a basic method of range estimation. The active stereo vision is commonly used to achieve dense shape reconstruction. For this technique, a special device (e.g. projector) is employed to emit special patterns onto the identified object, which will be detected by the camera. The active method is advantageous for robust and accurate 3D scene reconstruction, but is also expensive and noncompact. The passive stereo vision requires multiple synchronized cameras and observations from different camera positions. However, subtle differences in the camera system parameters such as focal length, gain, and exposure time are unavoidable when using multiple cameras, making it difficult to establish correspondences among these images. In addition, the synchronization mechanism among the multiple cameras can be complicated. Therefore, there is a strong demand for the use of a single camera and a single image.

Image layering and divided field-of-view (FOV) methods are the two major methods used to capture images from different camera positions in a single shot. Both methods incorporate the multi-view information into a single image, and can be used for dynamic objects and real-time applications. As the image layering method, single-lens aperture [1], coded aperture [13], and reflection stereo [26] have been proposed. Nevertheless, the efficiency of the use of incident light is not good in the single-lens aperture and coded aperture methods. The baseline length for stereo measurement is also very narrow (approximately 10 mm) in all of the methods, and the results are limited to a low resolution of range. A combination of camera mirrors is often used in the divided FOV method. It is possible to obtain identical brightness, contrast, and color from the mirrored cameras at different positions, enabling simple matching between camera observations. Used together, these methods can provide a relatively long baseline length. However, due to the limits of resolution and the view-angle of the camera in all of these methods, the FOV of the camera is only...
divided into two views. Thus, two-view stereo matching suffers from the problems of image noise and occlusion.

In this study, we attempt to solve the above problems by proposing a monocular multi-view stereo imaging device, composed of a fisheye lens and planar mirrors that are placed around the lens. The fisheye lens has a wide view-angle, and the captured image includes a centered region of direct observation and surrounding regions of mirrored observations. These regions can be considered as views captured by multiple synchronized cameras at different positions and orientations. Therefore, the proposed device is equivalent to a multiple-cameras configuration in which all the cameras share the same physical characteristics. After calibrating the proposed device, we develop two multi-baseline stereo algorithms [22] for 3D measurement. Therefore, when compared to previous approaches [9] using two views from a single camera, our approach can reduce matching errors due to image noise and occlusions by employing multi-baseline stereo techniques with four image pairs.

### 1.1 Previous works of monocular stereo with mirrors

Several researchers have demonstrated the use of planar mirrors to acquire stereo data with a single camera. Mitsumoto et al. [19] presented an approach using one camera and a mirror for reconstructing the 3D shape of polyhedral objects. In their paper, they obtained a stereo image by imaging an object and its mirror reflection, using only a single camera. They reconstructed the 3D shape by finding corresponding points between the direct image and the mirrored image. For acquiring a stereo image pair in a single shot, Gostasby and Gruver [11] proposed an approach with a single camera and two planar mirrors. Here, they placed the two planar mirrors symmetrically to the optical axis in front of the camera to produce two virtual cameras. However, aligning the mirrors with the camera is complicated, and it is also difficult to handle and relocate the system during observations, while at the same time preventing parts of the system from moving.

Based on the above single-camera stereo system using two plane mirrors, Gluckman and Nayar [10] developed a theory of stereo imaging with planar mirrors. They demonstrated how two mirrors in an arbitrary configuration can be self-calibrated and used for creating a single-camera stereo system. They also analyzed the geometry and calibration of catadioptric stereo with two planar mirrors, and assert that the catadioptric single-camera stereo, in addition to simplifying data acquisition, provides both geometric and radiometric advantages over the traditional two-camera stereo system. Epipolar geometry of catadioptric stereo systems has also been intensively studied [7] [28]. Another stereo system, using a single camera and four planar mirrors, was also proposed by Inaba et al. [14]. The system is a more mature architecture for two-view stereo imaging, and has been applied in stereo imaging techniques [2]. Other systems use curved mirrors [21] to reconstruct 3D information. These systems can provide wider FOVs than the planar mirror system, but the calibration of the system is very complicated; also, curved mirrors are expensive and need high precision.

### 1.2 Outline of This Paper

The remainder of the paper is organized as follows. Section 2 presents the proposed system and its equivalent multi-camera system. Section 3 explains fisheye lens calibration and system calibration. In Section 4, we present two stereo algorithms that we use for range estimation using the proposed system. Section 5 presents a description of the experimental results, and we conclude this paper with some relevant remarks in Section 6.

### 2 PROPOSED MONOCULAR MULTI-VIEW Stereo Imaging System

In this section, we describe the design procedure of a monocular multi-view stereo imaging system. We show that the system is equivalent to a synchronous multiple-cameras configuration, in which all the cameras share the same physical characteristics.
2.1 System configuration

The monocular multi-view stereo imaging system is composed of a fisheye lens and four identical isosceles trapezoidal planar mirrors. As shown in Figure 1, the four mirrors are placed around the fisheye lens, and form a frustum of a pyramid. The reflective side of the mirrors faces towards the inside of the frustum. The fisheye lens fits into the small, port-side of the frustum, and its optical axes coincide with the axis of the frustum.

In the system, the view-angle of the fisheye lens is 360°×185°; therefore, the light rays incident on the lens include direct light and the light reflected by the mirrors. By adjusting the size and shape of the mirrors, it is possible to make the direct light and reflected light come from the same object. Figure 2 presents a circular fisheye image, as captured by the proposed system. The circular image is divided into five regions: a center region, projected by direct light, and four surrounding regions, projected by light reflected from the mirrors. The center region can be considered as a regular (but with a heavy lens distortion) camera observation, and views the object directly. Moreover, the surrounding regions can be considered as mirrored camera observations, and can be used to measure the 3D shape of the object by using the multi-baseline stereo algorithm. The optical axes and FOV of the mirrored cameras can be determined by the placement angle and size of the mirrors (we will describe this in more detail in the following subsections).

In the prototype system in this study, we use four mirrors for the horizontal view-angle of the mirrored cameras; however, the number of mirrors (≥ 1) is arbitrary.

2.2 Equivalent multi-camera system

Figure 3 portrays a sectional side view of the proposed system. A camera coordinate is set with its origin at the optical center of the lens, and the Z-axis equates to the optical axis. As shown in Figure 3, light rays, which intersect with the optical center O of the camera after being reflected by the up mirror, will intersect at the point \( O' \) if the rays go straight, without being reflected by the mirror. The point \( O' \) represents the optical center of a virtual camera, which we call a mirrored camera in this study. The vertical view-angle of the center region, \( \alpha \), the vertical view-angle of the upper mirrored camera, \( \beta \), and the angle between the axes of the two cameras, \( \theta \), are functions of the mirror position, \( b \), the mirror size, \( m \), and the mirror angle, \( \gamma \), as follows:

\[
\begin{align*}
\alpha &= \pi - 2\tan^{-1} \frac{\hat{m} \sin \gamma}{1 + \hat{m} \cos \gamma}, \\
\beta &= \frac{1}{2}(\pi - \alpha), \\
\theta &= \pi - 2\gamma, \\
O'(y,z) &= (b(1 - \cos 2\gamma), -b \sin 2\gamma).
\end{align*}
\]

Here, \( \hat{m} = m/b \) denotes a normalized mirror size. Furthermore, \( O'(y,z) \) denotes the position of the mirrored camera.

The other three mirrored cameras can be represented in a similar way. Thus, the proposed system is equivalent to a five-camera configuration, in which all the cameras are synchronized, and share the same physical characteristics. This is the advantage of the proposed system over a configuration with five real cameras.

2.3 Dimensional design of mirrors

As described above, the view-angles \( \alpha \) and \( \beta \), and the position of the mirrored camera can be determined by the normalized mirror size, \( \hat{m} \), and mirror angle, \( \gamma \), that depend on the dimension of the isosceles trapezoidal planar mirror. For the proposed monocular stereo imaging system, the size of a common view-angle between \( \alpha \) and \( \beta \) is an important design consideration. We need to design the mirrors so as to maximize the common view-angle for a given mirror size, \( \hat{m} \). This subsection presents a design guideline for the mirror by evaluating the respective common view-angles of two cameras (center and upper), \( \Omega_2 \), and of three cameras (center, upper, and lower), \( \Omega_3 \). The common view-angle \( \Omega_2 \) indicates that at least two of the three cameras can detect a distant object in this angle range, whereas the angle \( \Omega_3 \) indicates that all three cameras can see the object.

For describing the common view-angles \( \Omega_2 \) and \( \Omega_3 \), as shown in Figure 4, we define four new angle variables, \( \alpha_1 \), \( \alpha_2 \), \( \beta_1 \) and \( \beta_2 \), all of which refer to the same direction of the Y-axis.
Thus the view-angles $\alpha$ and $\beta$ mentioned in Section 2.2 can be rewritten as $\alpha = \alpha_2 - \alpha_1$, and $\beta = \beta_2 - \beta_1$. According to the trigonometric relationship shown in Figure 3, the four angles are the functions of the mirror angle $\gamma$, as shown in Equation (5).

\[
\begin{align*}
\alpha_1 &= \tan^{-1} \frac{m \sin \gamma}{1 + m \cos \gamma} \\
\alpha_2 &= \pi - \alpha_1 \\
\beta_1 &= 2 \sin^{-1} \frac{\sin \alpha_1 + \alpha_1}{m} \\
\beta_2 &= 2\gamma
\end{align*}
\]

The formulae in Equation (5) show that angle $\beta_1$ is always larger than angle $\alpha_1$ across the $\alpha_1$ domain, $[0, \pi/2]$. Without considering the case of multiple reflections from two mirrors, the angle range of the common angle $\Omega_2$ is $\beta_1$ to $\min(\alpha_2, \beta_2)$. The common angle $\Omega_2$ has a maximum at a specific mirror angle, because the magnitude relation of $\alpha_2$ and $\beta_2$, and that of $\beta_1$ change with the mirror angle $\gamma$. We can obtain the common angle for $\Omega_3$ in a similar way.

Figures 5 and 6 portray view-angles and common angles respectively, and may be used as a design reference. Larger view-angles are preferred, but the view-angle of the center region, $\alpha$, has priority over the view-angle of the upper camera, $\beta$. A larger common angle $\Omega_2$ is preferred, because the object in this angle range can be measured. Moreover, a smaller normalized mirror size, $\bar{m}$, is preferred for a smaller mirror system.

For the prototype system, we chose the mirror angle $\gamma = 65.0^\circ$ and the normalized mirror size $\bar{m} = 3.0$. In this case, the view-angle of the center region is $\alpha \approx 80^\circ$, the view-angle of the upper camera is $\beta \approx 50^\circ$, and the common angle of the two cameras is $\Omega_2 \approx 50^\circ$. \(^2\)

The proposed system captures an image of five regions: a center region with a real camera, and four surrounding regions with mirrored cameras. The common angles described above are the angles in a horizontal or vertical direction. The number of available cameras for the multi-baseline stereo differs with respect to the image position in the center region. Figure 7 shows the number of cameras available for stereo measurement in the center region.

3 SYSTEM CALIBRATION

3.1 Unified projection model for a fisheye lens

The unified projection model [8] was proposed to model the projection of omni-directional cameras, such as a camera with a normal lens and hyperbolic or parabolic mirrors, and a camera with a fisheye lens. With respect to the model, others then proposed a calibration method [18] with a lens distortion model [27].

\(^2\) The common angles $\Omega_2$ and $\Omega_3$ are useful for far distant objects; they vary according to the object distance. We are seeking a better mirror design for actual measuring situations.
This subsection briefly describes the fisheye lens calibration method with the lens distortion model. In the unified projection model, an object in 3D space is projected in the image plane according to the following four steps (refer to Figure 8):

1. Projection onto a unitary sphere: An object \(X = (X, Y, Z)\) is projected onto a unitary sphere surface with its center at the coordinate origin. The projection origin is also the center of the sphere.

   \[
   (X_s, Y_s, Z_s) = \frac{X}{\|X\|} \tag{6}
   \]

2. Projection onto a normalized plane: The origin of the coordinate system is set to \((0, 0, -\xi)\). The projected object on the unitary sphere is then projected onto a normalized plane that is orthogonal to the Z-axis at a unit distance from the new origin.

   \[
   m = (x, y, z)^T = \left( \frac{X_s}{Z_s + \xi}, \frac{Y_s}{Z_s + \xi}, 1 \right)^T \tag{7}
   \]

3. Lens distortion: We then consider the following radial and tangential lens distortions.

   \[
   \rho \rightarrow \rho(1 + k_1\rho^2 + k_2\rho^4 + k_3\rho^6), \quad \rho = \sqrt{x^2 + y^2} \tag{8}
   \]

   \[
   x \rightarrow x + 2k_3xy + k_4(3x^2 + y^2) \tag{9}
   \]

   \[
   y \rightarrow y + k_3(x^2 + 3y^2) + 2k_4xy \tag{10}
   \]

4. Projection onto an image plane: The distorted object is then projected onto an image plane with the following intrinsic camera parameters:

   \[
   p = Km = \begin{bmatrix}
   f_u & 0 & u_0 \\
   0 & f_v & v_0 \\
   0 & 0 & 1
   \end{bmatrix} m \tag{11}
   \]

3.2 Lens calibration

We employ a MATLAB implementation \([20]\) of the calibration method using the unified projection model \([18]\) described previously. Figure 9 shows an example image of the calibration. The whole process of calibration is as follows:

1. Initialize the calibration parameter as

   \[
   \{\xi, k_1, k_2, k_3, k_4, k_5, f_u, f_v, u_0, v_0\}
   \]

   \[
   = \{1, 0, 0, 0, 0, 0, f, f, u_0, v_0\}, \quad \text{where } (u_0, v_0) \text{ is the half size of the image.}
   \]

2. Estimate an initial focal length, \(f\), using at least three user-defined points \(^3\) on a line.

3. The user specifies four corners of the calibration target in the image.

4. Estimate the fisheye lens projection function (intrinsic parameter) and the relative position and orientation of the calibration target using an optimization method.

One calibration target (a checkerboard) can be taken by the proposed system as five targets with different positions and orientations. These five targets can be considered as five observations of a single target, and a single image including five targets is sufficient to estimate all calibration parameters. However, the target position for five such observations is limited to a specific region in the image, as described in Section 2.3. The calibration accuracy is insufficient because biased regions are used in the circular fisheye image.

In our calibration, the target was placed evenly in the image, irrespective of whether it was a direct or a mirrored observation. The lens calibration was performed using 23 such observations.

The estimated parameters are

\[
\{\xi, k_1, k_2, k_3, k_4, k_5, f_u, f_v, u_0, v_0\}
\]

\[
= \{1.6988, -0.06093, 0.18404, -0.00015, -0.00017, 0, 871.54278, 868.49105, 791.49429, 595.47177\}
\]

\(^3\)Four points are minimum in the MATLAB implementation.
FIG. 11 Another perspective reprojection of Figure 9.

for an image size of 1600 × 1200 pixels.

Figure 10 shows a perspective reprojection of the image shown in Figure 9 using the estimated lens parameters. Figure 11 shows another perspective reprojection, on a different plane to the one in Figure 10. It is readily apparent that the fisheye lens distortions are perfectly compensated for a heavily distorted part of Figure 9.

3.3 Position and orientation of the mirrored cameras

The proposed system can capture the images of one real camera and four mirrored cameras in a single image. This subsection explains the extrinsic parameter calibration between these cameras.

3.3.1 Calibration target

In a similar fashion to that of a well-known calibration tool [4] for a perspective camera, we estimate the extrinsic parameters iteratively using intrinsic parameters, by observing a stationary target from different camera locations.

3.3.2 Mirrors

Using the extrinsic parameters, we can determine the mirror position and orientation between a real and mirrored target. As depicted in Figure 12, the mirror position and orientation \([n^m_i, d^m_i]\) that reflect the \(i\)-th mirrored target are obtainable as follows.

\[
[n^m_i, d^m_i] = \begin{bmatrix} n^r_0 - n^r_i \\ n^r_0 - n^r_i \cdot \frac{(n^r_0 - n^r_i) \cdot n^r_i}{|n^r_0 - n^r_i|^2} \cdot (d^r_i - d^r_0) \end{bmatrix}
\]  (12)

In Eq. (12), \([n^r_i, d^r_i]\) denotes a set containing the target normal, \(n^r_i\), and the distance from the optical center, \(d^r_i\), as the position and orientation of the \(i\)-th target. As described previously, we only need a single image, including the five targets, to estimate the four mirror positions and orientations, but they are estimated by minimizing the sum of the reprojection error of many target positions.

3.3.3 Mirrored cameras

As depicted in Figure 13, the optical center, \(O^r_i\), and the rotation matrix, \(R_i\), of the \(i\)-th mirrored camera is obtainable using the estimated \(i\)-th mirror position and orientation, as follows [9]:

\[
O^r_i = -2d^m_in^m_i
\]

(13)

\[
R_i = I - 2n_i^{m^T}n_i^{mm^T}
\]

(14)

4 SINGLE-CAMERA MULTI-BASELINE STEREO

It is acceptable to use the five observations from the different positions and orientations that we estimated during calibration with the stereo method, especially the multi-
baseline stereo method [22]. This section presents two range-estimation methods using the proposed system.

4.1 Perspective reprojection of the fisheye image

In the first approach, we create five perspective projection images to use for the multi-baseline stereo. The view-angle of a fisheye lens is very wide (180°), and so it is not possible to convert the entire image taken by a fisheye lens to a single perspective projection image. Each view of the real and mirrored cameras should be converted separately to perspective projection images. We divide the whole circular fisheye image into five observations manually, although we only need to this once, because the mirror positions and orientations are stationary relative to the fisheye lens.

The conversion involves two steps. The first step converts the fisheye projected image to incident and azimuthal angles using the estimated projection function of the lens. The second step reprojects the angles to a perspective projected image.

The optical axis of the mirrored camera has an offset angle to the axis of the real camera, as described in Eq. (3). Moreover, the central direction of the view-angle of the mirrored camera differs from that of the real camera. In our reprojection, the perspective projection plane is placed parallel to the projection plane for the real camera, as shown in Figure 14. The placement of the five cameras is therefore a parallel stereo, with an anteroposterior offset.

The epipolar constraints for the four mirrored cameras in their reprojection images are derived from the extrinsic parameters estimated in the calibration. The multi-baseline stereo method [22] is applicable to the proposed system by evaluating SSD (sum of squared differences) between a small ROI set in the centered real image and small ROIs on the constraint lines in the converted mirrored camera images, with respect to the object range.

Specifically, Let \(I_c(x_0,y_0)\) be the pixel value (intensity) of the reference pixel at \((x_0,y_0)\) in the centered real camera image, \(I_c\). The value of a corresponding pixel in the \(i\)-th converted mirrored camera image, \(I_{m_i}\), is denoted by \(I_{m_i}(x,y)\).

We define the SSD (sum of squared differences) value that represents the similarity between \(I_c(x_0,y_0)\) and \(I_{m_i}(x,y)\) at a depth \(l\), as follows:

\[
SSD_{I_c,I_{m_i}}(l;x_0,y_0) = \sum_{i\in S(x_0,y_0)} (I_c(x_0,y_0) - I_{m_i}(x,y;\!l))^2 \tag{15}
\]

where \(W\) indicates a matching window size.

An actual depth can minimize all four SSD values defined by Eq. (15). We compute the SSSD (Sum of SSD) to average out noise and reduce ambiguities [22]. The SSSD is defined as follows:

\[
SSSD(l;x_0,y_0) = \sum_{i\in S(x_0,y_0)} SSD_{I_c,I_{m_i}}(l;x_0,y_0) \tag{16}
\]

Here, \(S(x_0,y_0)\) denotes an index set of mirrored cameras that can achieve stereo measurement with the central real camera on point \((x_0,y_0)\).

For each point \((x_0,y_0)\) in the centered real camera image, \(I_c\), we estimate a depth value \(\hat{l}\), which minimizes the SSSD over all possible of \(l\). This process results in a dense depth map which covers all pixels in the image, \(I_c\).

4.2 Matching in the fisheye image

The preceding subsection described how to convert images. This subsection explains how, not to convert the images, but to convert the epipolar constraint in the fisheye image for direct matching.

Figure 15 depicts a stereo camera pair with a fisheye lens, which sees a point \(P\) from the optical centers \(O\) and \(O'\). The following epipolar plane \(\Pi_e\) includes the three points \(P\), \(O\), and \(O'\) for this situation.

\[
(\overrightarrow{OP} \times \overrightarrow{OO'}) \cdot \mathbf{x} = \left(\mathbf{p} \times (-2d_n^m n^m)\right) \cdot \mathbf{x} = 0 \tag{17}
\]
FIG. 16 Epipolar curves in mirrored images.

Here, \( x = (x, y, z) \) signifies a point on the plane \( \Pi_e \), and \( p \) represents the position of \( P \).

Consider that the camera, \( O \), detects an object, \( P \), that changes in distance from the camera. As the distance changes, the spherical projection of point \( P \) moves along the intersection of the epipolar plane, \( \Pi_e \), and the unitary sphere with its center at \( O' \) [3]. We can represent a point \( x = (x, y, z) \) on the unitary sphere with its center at \( O' \) as follows:

\[
(x - O') \cdot (x - O') = (x + 2d'm\mathbf{n}) \cdot (x + 2d'm\mathbf{n}) = 1 \quad (18)
\]

Then we can obtain the epipolar constraint curve as the projection by the calibrated fisheye projection function of \( x \), which satisfies both Eqs. (17) and (18). Figure 16 presents examples of the epipolar curves.

Specifically, the epipolar curve corresponding to a reference point can be determined as follows:

(1) We can calculate the projection light ray of the reference point according to the fisheye projection function and the coordinates of the reference point in the central camera image. We can use the point of intersection between the projection light ray and the unitary sphere of the reference camera as point \( p \) in Eq. (17) to calculate the epipolar plane \( \Pi_e \).

(2) We can obtain an intersection circle between the epipolar plane \( \Pi_e \) and unitary sphere of the mirrored camera from Eqs. (17) and (18). According to triangle geometry, the incident and azimuthal angle of point \( x = (x, y, z) \) on the intersection circle is obtainable, as

\[
\begin{align*}
\phi &= \tan^{-1} \frac{y}{x} \\
\theta &= \frac{z}{\sqrt{x^2 + y^2 + z^2}}
\end{align*}
\]

where \( \theta \) denotes the angle to the \( Z \) axis.

(3) Then, we project Eq. 19 onto the image using the calibrated projection function \( \hat{\rho}(\theta) \) and image center \((u_0, v_0)\), as follows:

\[
\begin{align*}
u &= u_0 + \hat{\rho}(\theta) \cos \phi \\
v &= v_0 + \hat{\rho}(\theta) \sin \phi
\end{align*}
\]

We can obtain an epipolar curve for each mirrored camera. As described in the preceding subsection, we can apply the multi-baseline stereo method [22] to the proposed system by evaluating the SSSD between a small ROI set in the centered real image, and small.

5 EXPERIMENTAL RESULTS

Figure 17 shows the perspective reprojected images converted from Figure 2 using the method described in 4.1.

Figure 18 (left) shows the perspective reprojected image of the real camera. Figure 18 (center) shows the range estimation results using the perspective reprojection method described in 4.1, and Figure 18 (right) shows the constraint in the fisheye image method described in Section 4.2. The ROI size is \( 7 \times 7 \) pixels for both methods. The results are almost the same, because the only difference is the reprojection of the image or the projection of the constraint. In both results, the detailed 3D shapes are clearly recovered, such as the edges of the leaves in front of the bear.

To demonstrate the effectiveness of the proposed system, we also performed another experiment. Figure 19 shows a comparison of experimental results performed by the proposed method and a two-view stereo vision method, separately. These results verify that the proposed system using a camera and four mirrors can greatly improve the accuracy in depth estimation.
the system to make it more compact. At the same time enable us to optically fold even greater flexibility in terms of the imaging properties of more complex mirror profiles. Another interesting direction in future work, we would like to explore the benefits of using working system.

Experimental results demonstrate the effectiveness of a real multiple-camera configuration, our system will be much more robust compared to a single camera with view-control mechanism. Simultaneously, it can also be used for Stereoscopic scene capture to achieve 3D information display or 3D reconstruction.

In future work, we would like to explore the benefits of using more complex mirror profiles. Another interesting direction is the use of different types of mirrors within a system. We believe that the use of various types of mirrors would yield even greater flexibility in terms of the imaging properties of the system, and at the same time enable us to optically fold the system to make it more compact.

6 CONCLUSIONS

This paper presented our proposed monococular range measurement system with a fisheye lens and planar mirrors, which are placed around the lens. The proposed system is equivalent to a multiple-cameras configuration in which the cameras all have the same physical characteristics, including intrinsic parameters and color system. We have shown that the system is conducive to stereo matching. Compared with a real multiple-camera configuration, our system will be much easier to maintain in terms of synchronization between the cameras, the bandwidth needed to capture the images, and the memory and CPU power needed to handle the images. A captured image captured by our system can be used for the direct observation of a target with the centered region. Simultaneously, it can also be used for Stereoscopic scene capture to achieve 3D information display or 3D reconstruction.

Experimental results demonstrate the effectiveness of a real working system.
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